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 Abstract: Childhood leukemia, the most common type of cancer in children and teens, is a cancer of the white 

blood cells. Abnormal white blood cells form in the bone marrow. They quickly travel through the bloodstream 

and crowd out healthy cells. This raises the body's chances of infection and other problems. One of the Machine 

Learning Algorithm Artificial Neural Network is used to find the leukemia, An artificial neural network is an 

interconnected group of nodes, akin to the vast network of neurons in a brain.. For data regression and 

prediction, Visual Gene Developer’s NeuralNet class is used  
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I. Introduction 

The bone marrow is a soft, spongy tissue found inside the bones. The bone marrow in the hips, breast 

bone, spine, ribs, and skull contains cells that make the body's blood cells. The bone marrow is responsible for 

the development and storage of most of the body's blood cells. The three main types of blood cells made in the 

bone marrow include. Red blood cells (erythrocytes). These cells carry oxygen to the tissues in the body. White 

blood cells (leukocytes). These cells help fight infections and aid in the immune system. Platelets. These help 

with blood clotting. Each of these cells carries a life-maintaining function. The bone marrow is a vital part of the 

human body. Childhood leukemia, the most common type of cancer in children and teens, is a cancer of the 

white blood cells. Abnormal white blood cells form in the bone marrow. They quickly travel through the 

bloodstream and crowd out healthy cells. This raises the body's chances of infection and other problems. 

 

II. Artificial Neural Networks 
ANNs are composed of multiple nodes, which imitate biological neurons of human brain. The neurons 

are connected by links and they interact with each other. The nodes can take input data and perform simple 

operations on the data. The result of these operations is passed to other neurons. The output at each node is 

called its activation or node value .Each link is associated with weight. ANNs are capable of learning, which 

takes place by altering weight values. 

 

3.1Machine Learning in ANNs 

ANNs are capable of learning and they need to be trained. There are several learning strategies : 

 Supervised Learning − It involves a teacher that is scholar than the ANN itself. For example, the teacher 

feeds some example data about which the teacher already knows the answers. For example, pattern 

recognizing. The ANN comes up with guesses while recognizing. Then the teacher provides the ANN with 

the answers. The network then compares it guesses with the teacher’s “correct” answers and makes 

adjustments according to errors. 

 Unsupervised Learning − It is required when there is no example data set with known answers. For 

example, searching for a hidden pattern. In this case, clustering i.e. dividing a set of elements into groups 

according to some unknown pattern is carried out based on the existing data sets present. 

 Reinforcement Learning − This strategy built on observation. The ANN makes a decision by observing 

its environment. If the observation is negative, the network adjusts its weights to be able to make a 

different required decision the next time. 

 

3.2 Bayesian Networks  

 These are the graphical structures used to represent the probabilistic relationship among a set of 

random variables. Bayesian networks are also called Belief Networks or Bayes Nets. BNs reason about 

uncertain domain. There is an only constraint on the arcs in a BN that you cannot return to a node simply by 

following directed arcs. Hence the BNs are called Directed Acyclic Graphs (DAGs). 
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III. Indentations And Equation 
 4.1  DIRECTED ACYCLIC GRAPH 

Each node in a directed acyclic graph represents a random variable. These variable may be discrete or 

continuous valued. These variables may correspond to the actual attribute given in the data. In this paper, a new 

image representation algorithm, “Projected Principal-Edge Distribution” (PPED), was used . The algorithm was 

developed for use in the image recognition system hardware based on the neural associative processors, and the 

computing speed can be greatly improved. The PPED algorithm was a type of feature recognition algorithm that 

is sensitive to edge shape, and the algorithm was simple to actualize. The PPED features were extracted from 

the WBC images, which were segmented by the method mentioned above. The resolution of the images of 

WBCs captured by the CMOS shadow imaging system was low. The PPED algorithm was demonstrated to be a 

useful method to sort the three subtypes of WBCs in this system. To verify the algorithm, the 20×, 10×, and 4× 

objective lenses of the microscope were used as a reference system to compare the proposed shadow imaging 

instrument. Therefore, the PPED algorithm could be used to extract the image feature vector, and then it could 

be used for WBCs classification. 

 

4.2 WBC classification algorithm 

A method to classify WBCs compared the distance between two feature vectors of the cells. The smaller 

the distance between the two feature vectors, the more likely the two cells were the same type. It was calculated 

using the Euclidean distance between two vectors. 

Euclidean distance:  

In this paper, the classification method that measured the distance between the PPED feature vector of 

each cell and the three subtypes of standard PPED feature vectors was used, and the standard PPED vector. The 

high-resolution images of the WBCs captured by the 10× objective lens were used to recognize three subtypes 

of leukocytes manually. The low-resolution images of WBCs captured by the 4× objective lens were used to 

extract the standard PPED vector. The low-resolution images of the WBCs could not be used to easily recognize 

the subtypes of WBCs manually, but the high-resolution images of the same cell could. Finally, the standard 

PPED vectors of the three subtypes were calculated by the PPED method mentioned in a previous paper, and the 

standard PPED feature. 

The images of the WBCs captured by the CMOS shadow imaging system had low resolution, and other 

features should be added to improve the accuracy of the WBC classification. The size of the WBCs was a useful 

and important feature, which was close to the edge of the image and reduced the false recognition rate, 

providing a more accurate classification of the WBCs. The Euclidean distance of each cell to the standard vector 

was shown as  

Here, Dp  was the Euclidean distance of the Ith cell PPED vector from the standard vector. The subscript 

m indicates the three subtypes of WBCs, neutrophil (Neu),  monocyte (Mon) and lymphocyte (Lym). However, 

the low-resolution images lead to inaccurate classification of the WBCs. The missing details of the cell image, 

caused by low resolution, made the feature extraction of different types of cells difficult. Therefore, we propose 

a novel algorithm that normalizes the distance between PPED and the standard vector center and then converts 

the value to  

probability:

 
Here, Dm(i) was the normalized Euclidean distance and the Pm(i) was the probability of the three subtypes 

of WBCs. The largest, the median and the smallest sized WBCs were the neutrophil, monocyte and lymphocyte, 

respectively. By the size of the cell, it was preliminary to determine which types the cell belongs to, the method 

shown as  

Here, t was the types of the WBCs and d was the diameter of the WBCs. Then, the probability Ps(i) 

distinguished by the size of WBCs was shown as (13) 



Childhood Bone Marrow And Artificial Neural Network 

Next Generation Computing Technologies                                                                                                  60 | Page 

Sankara College Of Science And Commerce 

This probability Pm(i) accounts for 90% of the weight of the judgment, and the probability Ps(i) accounts 

for 10%. The function of different types of WBC classifications was shown 

as (14)where Tm(i) was the probability of the 

three subtypes of WBCs. For every sample, three Tm(i) values could be calculated, which show neutrophils, 

monocytes and lymphocytes. Which Tm(i) value was the largest, which corresponded to the type of cells. 

 

IV. Figures And Tables 

 
 

V. Conclusion 
In summary, a WBC classification method based on shadow imaging of a CMOS sensor was proposed. 

The system contained inexpensive parts, such as the CMOS sensor, a white LED and an aluminum alloy shell, 

and the total cost of this system was below $100. A white LED was used in the proposed system, which means 

that the LED could be replaced by sunlight. The system power consumption would be significantly reduced and 

more conducive to POCT with sunlight. Due to the algorithms proposed in this paper, the system was not only 

cheaper but also automated. For the blood tests from whole blood samples from six outpatients (proportion of 

WBCs), the result obtained was a mean correlation index of 0.96. The mean errors of percentage of neutrophils 

(3.45%), monocytes (6.04%) and lymphocytes (6.7%) were lower than the method proposed by Mohendra Roy . 

Although the performance was still less than traditional methods, it was sufficient to demonstrate that the 

proposed instrument and classification method were effective. The instrument was 10 × 10 × 10 cm in volume, 

but the aluminum alloy shell could be further reduced to chip size. The widespread application of the 

instruments would provide a more convenient method of routine blood examination. 
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